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General
Applications
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Construction
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• Key to improving SRL
– More SRL Labeled data

Main Challenge Behind SRL



• Key to improving SRL
– More SRL Labeled data

• Way to generate SRL labeled data

– Label by experts
• Issue: cost is high

– Examples
• PropBank, FrameNet

Main Challenge Behind SRL

$$$$ months



Active Learning is Attractive for SRL

• Goal of Active Learning
– carefully select the training data based on query strategy from which the model is 

being learnt in order to achieve good performance with less training data



Active Learning is Attractive for SRL

• Goal of Active Learning
– carefully select the training data based on query strategy from which the model is 

being learnt in order to achieve good performance with less training data

How about directly apply Active Learning to SRL?
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• Core of active learning
(e.g., uncertainty sampling/query-by-committee).
• Require model details to compute. Human

Traditional Active Learning for SRL
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Black-Box SRL Model
• High model complexity
• Low model accessibility

Traditional Active Learning for SRL

Human
Black-Box SRL Model
• doesn’t expose details

Cannot directly apply Active Learning to SRL



SRL Model
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Output

Active LearningQuery Strategy
Model

I can Learn 
from the 
Output!

Our Approach: Active Learning for Black-Box SRL

Human

I am a Black-Box!
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Core in Our Approach: Neural Query Strategy Model

Classification Model: Classify a predicted SRL label based on the model output
• Human-free SRL label if the predicted SRL label is likely to be the gold SRL label
• Human-need SRL label otherwise
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Core in Our Approach: Neural Query Strategy Model

Input Layer
• Language input: Text/sentence
• Semantic input: Argument/role label, predicate/frame label
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Core in Our Approach: Neural Query Strategy Model

Embedding Layer
• Language embedding: 

• Semantic embedding:
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Core in Our Approach: Neural Query Strategy Model

Hidden Layer: Joint Language and Semantic Embedding

• Rectified Linear Units (ReLU):
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Core in Our Approach: Neural Query Strategy Model

Softmax Layer

• Human-free SRL label 
• Human-need SRL label
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Results

Active learning for 
white-box SRL

Active learning for 
black-box SRL

Effective for popular SRL 
models Comparable to active learning for white-

box SRL (model details are known)



Take Away

• Active learning framework for black-box SRL models
• Neural query strategy model to learn the strategy for selecting the data instances



Take Away

• Active learning framework for black-box SRL models
• Neural query strategy model to learn the strategy for selecting the data instances

More importantly, if you have no knowledge about the 
model, or you are too lazy to design a query strategy 
for active learning, just try our approachJ


