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What is Semantic Role Labeling (SRL)?
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John hastily ordered a dozen dandelions for Mary from Amazon’s Flower Shop.

order.02 (request to be delivered)
A0: Orderer
A1: Thing ordered
A2: Benefactive, ordered-for
A3: Source

A0: Orderer

A1: Thing ordered

A2: Benefactive, ordered-for

A3: SourceAM-MNR: Manner

SRL: 
Recover predicate-argument (semantic) structure from 
text

Who did what to whom, when, where and how? 
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Why Obtaining Labeled Data for SRL is Challenging?

Real world: Language challenge and domain challenge

– Lack of labeled data

• Require linguistic expertise

• Require language or domain expertise



Crowd-in-the-Loop Learning for Annotating SRL Labels

$$$$ months

Label data by experts 
• Advantage: High quality
• Disadvantage: Very costly to get

$ months

Label data by crowd workers 
• Advantage: Relatively less costly to get
• Disadvantage: Relatively low quality

SRL shown to be difficult to crowdsource
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Crowd-in-the-Loop Learning for Annotating SRL Labels

Crowd-in-the-Loop Learning
• Automatically determine difficulty of curation task
• Difficult tasks are curated by experts
• Easy tasks are curated by crowd



Results

+9% F1 improvement compared to SRL output



Results

Crowd-in-the-Loop works well! Saving 66.4% expert efforts


