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Structure Understanding

Results:
• DeepStruct 10B largely outperforms GPT-3 175B model. (a)
• Achieved state-of-the-art result on 21 of 28 datasets. (b)
• DeepStruct performance increases drastically along with model size. (c)
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10 tasks and 28 datasets

Scaling Effect
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Autoregressive Training

Task-agnostic Training Data
• ~ 51M sentences
• ~ 134M entities
• ~ 114M relations (triples)

Multiple Tasks
• 10 tasks
• 28 datasets
• ~ 700K sentences

Structure Representation


