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Our work proposes a new way of improving the zero-shot reasoning abilities of large 
language models on general language understanding tasks:
• Our agent automatically generates task-specific instructions for a wide set of 

tasks, guiding LLMs to reason better across these tasks.
• Our method is zero-shot so no input-output examples are required to solve the 

task. 
• Our approach leads to substantial improvements across various NLP tasks 

spanning generation, classification, and reasoning.
• Our method wins on 20 of the 29 datasets used for evaluation. 

We believe zero-shot AgentInstruct’s style of human-understandable reasoning, 
along with its utilization of an autonomous agent, can replace more traditional styles 
of zero or few-shot prompting as models become equipped with stronger reasoning 
capabilities.
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Figure 3: Datasets for generation (blue), 
classification (green), and reasoning (orange). 
Reasoning contains generation and classification 
tasks.

Figure 4: Winning rate (%) between zero-shot, zero-
shot CoT, and zero-shot AgentInstruct based on the 
average results over three models.

Figure 1: Summary of our approach and results. Top: Our zero-shot AgentInstruct generalizes the zero-shot 
reasoning abilities of large language models to a wide set of language understanding tasks including 
generation, classification, and reasoning. Our agent produces task-specific instructions to instruct the 
reasoning process of large language models to solve a task. Both the agent instructions and task-specific 
reasoning process are highlighted. Bottom: Performance of zero-shot AgentInstruct compared with standard 
zero-shot and zero-shot chain of thought (CoT). Zero-shot AgentInstruct improves the performance of three 
large language models substantially on the 29 datasets we evaluate.

Figure 2: An example of our agent producing instructions for a classification 
dataset IMDB. The task-specific instructions are highlighted.

(a) Generation datasets.

(b) Classification datasets.

(c) Reasoning datasets.

Figure 5: Results on Vicuna-13b, Llama-2-70b-chat, and GPT-3.5 Turbo across tasks. Top: generation. Middle: 
classification. Bottom: reasoning.

There are two main parts of zero-shot AgentInstruct:
1. Agent Instructions: We build an agent to automatically synthesize high-quality 

instructions using a powerful language model with access to a wide range of 
existing task knowledge on the web (Figure 2).

2. Chain of Thought Reasoning: LLMs follow our task-specific instructions to 
decompose the task into a chain of more specific intermediate steps to solve the 
task.

Figure 6: Truncating context lengths on Llama-2-70b-
chat with zero-shot AgentInstruct on AddSub, IMDB, 
and NarrativeQA.

Figure 7: Model scaling results of zero-shot, zero-
shot CoT, and zero-shot AgentInstruct with Llama-
2-chat on all datasets.

Figure 9: Comparison between zero-shot AgentInstruct and 
few-shot on Llama-2-70b-chat on AddSub, IMDB, and 
NarrativeQA.

Figure 8: Comparison on GPT-4 using zero-shot, zero-shot 
CoT, ReAct, and zero-shot AgentInstruct on AddSub. 

Figure 11: Case study example for Llama-2-70b-chat with 
zero-shot AgentInstruct on IMDB. Here, the answer is correct 
and the task-specific reasoning is helpful for finding the 
answer (highlighted).
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Table 1: Ablation over different facets of zero-shot 
AgentInstruct with Llama-2-70b-chat. 

Figure 10: Comparison between zero-shot AgentInstruct 
and zero-shot self-consistency on Llama-2-70b-chat.
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