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Length Generalization

It is well known that language models can 
perform many tasks that were in the training 
data.

Question: how well can they solve problems 
that are more difficult than those in the 
training data?
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Length Generalization

Question: how well can they solve problems that are 
more difficult than those in the training data?

We explore this question in the context of ”Length 
Generalization”
In this setup, we analyze how the language model 
solves problems of various lengths, where longer 
problems are usually more difficult.

Following previous work, we train on problem examples 
up to a certain length, then evaluate performance on 
longer examples than seen in training.
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Re-

Basic idea: train a language model to break a 
problem down into subproblems and solve these 
subproblems separately

Given a prompt to solve a problem, the Re-Tuning 
method works as follows:

1. The language model creates prompts for 
subproblems.

2. These prompts are extracted and sent to separate 
contexts, where the subproblem is solved.

3. The language model uses the subproblem 
solution to solve the original problem.
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Re-Tuning Overview



"1234 + 5678\nSolution: " "Call: 234 + 678\n" "Return: 912\nAnswer: " "6912"

Initial Prompt Recursive Call Recursive Return Answer
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"234 + 678\nSolution: " "Call: 34 + 78\n" "Return: 112\nAnswer: " "912"

Initial Prompt Recursive Call Recursive Return Answer

"34 + 78\nSolution: " "Call: 4 + 8\n" "Return: 12\nAnswer: " "112"

Initial Prompt Recursive Call Recursive Return Answer

"4 + 8\nSolution: " "12"

Initial Prompt Answer

Re-Tuning Overview



We present graphs of performance for 3 models:

1. Baseline: Trained to simply output answer after 
prompt.

2. Scratchpad: Trained to output steps to solve the 
problem before the final answer.

3. Re-Tuning: Our new method as described.

All 3 of these are finetuned from the Llama 7B model 
(Touvron et al. 2023).

Additionally, we present results from previous papers 
for comparison.
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Evaluation



Addition: Given 2 numbers, compute their sum. 
Parity: Given a list of 0s and 1s, determine if there is an 
even or odd amount of 1s. 
Dynamic Programming: ”Given a sequence of integers, 
find a subsequence with the highest sum, such that no 
two numbers in the subsequence are adjacent in the 
original sequence.” - Dziri et al. 2023 

For all these problems, we train our model on instances 
up to a certain length, then evaluate performance on 
longer instances.
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Problem Descriptions



Previous Result: Dziri et al. 2023 train a language model on 
the dynamic programming problem up to length 5, where it 
achieves 100% accuracy. At length 6 it has about 20% 
accuracy and by length 10 it has 0% accuracy. 7

Dynamic Programming Results



Problem Description: given a list of 0s and 1s, determine 
the number of 1s mod 2.

Previous Result: Anil et al. 2022 train a language model on 
parity up to length 21, where it achieves perfect accuracy. It 
falls to around 50% accuracy at length 40.
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Parity Results



Previous Result: Liu and Low 2023 train a language model on 
data up to 15 digits, where it achieves 100% accuracy. 
Accuracy falls to 0% at 21 digits.
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Addition Results
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