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Abstract—As a fundamental task, document similarity mea-
sure has broad impact to document-based classification, clustering
and ranking. Traditional approaches represent documents as bag-
of-words and compute document similarities using measures like
cosine, Jaccard, and dice. However, entity phrases rather than
single words in documents can be critical for evaluating document
relatedness. Moreover, types of entities and links between enti-
ties/words are also informative. We propose a method to represent
a document as a typed heterogeneous information network (HIN),
where the entities and relations are annotated with types. Multiple
documents can be linked by the words and entities in the HIN.
Consequently, we convert the document similarity problem to
a graph distance problem. Intuitively, there could be multiple
paths between a pair of documents. We propose to use the meta-
path defined in HIN to compute distance between documents.
Instead of burdening user to define meaningful meta-paths, an
automatic method is proposed to rank the meta-paths. Given
the meta-paths associated with ranking scores, an HIN-based
similarity measure, KnowSim, is proposed to compute document
similarities. Using Freebase, a well-known world knowledge base,
to conduct semantic parsing and construct HIN for documents,
our experiments on 20Newsgroups and RCV1 datasets show that
KnowSim generates impressive high-quality document clustering.

I. INTRODUCTION

Document similarity is a fundamental task, and can be used
in many applications such as document classification, clus-
tering and ranking. Traditional approaches use bag-of-words
(BOW) as document representation and compute the document
similarities using different measures such as cosine, Jaccard,
and dice. However, the entity phrases rather than just words
in documents can be critical for evaluating the relatedness
between texts. For example, “New York” and “New York
Times” represent different meanings. “George Washington”
and “Washington” are similar if they both refer to person, but
can be rather different otherwise. If we can detect their names
and types (coarse-grained types such as person, location and
organization; fine-grained types such as politician, musician,
country, and city), they can help us better evaluate whether two
documents are similar. Moreover, the links between entities
or words are also informative. For example, as Fig. 1 shown
in [1], the similarity between the two documents is zero if
we use BOW representation since there is no identical word
shared by them. However, the two documents are related in
contents. If we can build a link between “Obama” of type
Politician in one document and “Bush” of type Politician in
another, then the two documents become similar in the sense
that they both talk about politicians and connect to “United
States.” Therefore, we can use the structural information in the

unstructured documents to further improve document similarity
computation.

Some existing studies use linguistic knowledge bases such
as WordNet [2] or general purpose knowledge bases such
as Open Directory Project (ODP) [3], Wikipedia [4], [5],
[6], [7], [8], [9], or knowledge extracted from open domain
data such as Probase [10], [11], to extend the features of
documents to improve similarity measures. However, they treat
knowledge in such knowledge bases as “flat features” and do
not consider the structural information contained in the links
in knowledge bases. There have been studies on evaluating
word similarity or string similarity based on WordNet or other
knowledge [12] considering the structural information [13],
and using word similarity to compute short text similarity [14],
[15]. For example, the distance from words to the root is
used to capture the semantic relatedness between two words.
However, WordNet is designed for single words. For named
entities, a separate similarity should be designed [14], [16].
These studies do not consider the relationships between entities
(e.g., “Obama” being related to “United States”). Thus, they
may still lose structural information even if the knowledge
base provides rich linked information. For example, nowadays
there exist numerous general-purpose knowledge bases, e.g.,
Freebase [17], KnowItAll [18], TextRunner [19], WikiTax-
onomy [20], DBpedia [21], YAGO [22], NELL [23] and
Knowledge Vault [24]. They contain a lot of world knowledge
about entity types and their relationships and provide us rich
opportunities to develop a better measure to evaluate document
similarities.

In this paper, we propose KnowSim, a heterogeneous
information network (HIN) [25] based similarity measure that
explores the structural information from knowledge bases to
compute document similarities. We use Freebase as the source
of world knowledge. Freebase is a collaboratively collected
knowledge base about entities and their organizations [17]. We
follow [1] to use the world knowledge specification framework
including a semantic parser to ground any text to the knowl-
edge bases, and a conceptualization-based semantic filter to re-
solve the ambiguity problem when adapting world knowledge
to the corresponding document. By the specification of world
knowledge, we have the documents as well as the extracted
entities and their relations. Since the knowledge bases provide
entity types, the resulting data naturally form an HIN. The
named entities and their types, as well as the documents and
the words form the HIN.

Given a constructed HIN, we use meta-path based simi-
larity [26] to measure the similarity between two documents



in the network. Rather than asking users to provide meaning-
ful meta-path(s), we propose an automatic way to generate
meta-paths for a given set of documents. In this case, an
efficient mechanism should be developed to enumerate all
the possible meta-paths of interests and compute the best
ones. Based on the PageRank-Nibble algorithm [27] that can
conduct efficient graph pruning locally for a single node, we
develop Meta-path Dependent PageRank-Nibble algorithm to
locally partition the large-scale HIN (in our case, consisting
of 108,722 entities and 9,655,466 relations) given a meta-
path, and then based on the local partition to approximate
commuting matrices for all meta-paths. We then store all the
commuting matrices generated based on the local partition,
which saves up to 15% space compared to that based on
the original network. Thus, the meta-path generation process
can be approximated in time independent of the size of the
underlying network with low accuracy loss and high space
saving. Then we perform meta-path selection based on feature
selection algorithms (i.e., maximal spanning tree [28] and
Laplacian score [29] based methods) by defining the meta-path
similarities based on document-meta-path co-occurrences. We
define an unsupervised knowledge-driven document similarity
measure, KnowSim, which incorporates the selected meta-paths
to represent the links between documents. The computation
of KnowSim can be done in nearly linear time using the
precomputed commuting matrices.

II. CONSTRUCTION OF DOCUMENT HIN

In this section, we introduce how to generate heterogeneous
information network (HIN) for the documents based on world
knowledge bases. Please find the basic concepts related to
HIN, such as network schema, meta-path, and commuting
matrix in [30]. We use the unsupervised semantic parser
and conceptualization based semantic filter proposed in [1]
to generate the semantic meaning of each document. The
output is the document associated with not only the entities
but also the types and relations. In addition to the named
entities, document and word are also regarded as two types.
Following [1], the network contains multiple entity types:
document D, word W , named entities {E I}TI=1, and relation
types connecting the entity types. Different from [1] which
uses coarse-grained entity types such as Person, Location,
and Organization to construct HIN, we prefer to use more
fine-grained entity types, such as Politician, Musician, and
President since they provide refined semantics to represent
document similarity. However, in Freebase, there are about
1, 500+ entity types and 3, 500+ relation types, which will
generate an exponential number of meta-paths. In previous
work [26], [31], meta-paths are provided by users, which is
doable for networks with simple schema consisting of several
types of entities and relations, such as the DBLP network (five
entity types and four relation types). It is unrealistic to ask a
user to specify meta-paths for a network with a large number
of entities and relations. An automatic mechanism should be
developed to generate all the interested meta-paths.

By representing the world knowledge in HIN, two docu-
ments can be linked together via many meta-paths. Assuming
that similar documents are structurally similar defined by
symmetric meta-paths, we only explore symmetric meta-paths.
The calculation based on the meta-paths is to compute all the
corresponding commuting matrices of interests. Consequently,

the size of network brings a critical issue since it is impossible
to compute all the commuting matrices and load them into
memory. To make the method practical, we propose two ways
to prune this computation: (i) prune the large network to
generate a more compact graph for the interested commuting
matrices calculation (Section III), and (ii) use unsupervised
feature selection approaches to select semantically meaningful
meta-paths for final document similarity computation (Sec-
tion IV).

III. OFFLINE META-PATH CALCULATION

It is costly to compute the commuting matrix for a meta-
path involving multiple entity types since it requires a matrix
multiplication to compute two consecutive relations connecting
entity types in the path [26]. It is unnecessary to use the
full HIN constructed in the previous section, since not all the
entities are related. Inspired by Lao et al.’ work ([32], [33]),
we use a meta-path dependent random walk to reduce the com-
plexity of the HIN inference. We adopt a similar random walk
algorithm which is based on personalized random walk [27]
with stops to enumerate all the meta-path relevant nodes in
the HIN. We employ the modified version of approximate per-
sonalized PageRank called PageRank-Nibble algorithm [27].
The advantage of using this algorithm is that we can have
a theoretical guarantee of the random walk approximation to
the original HIN in the sense of the network structure. The
goal of PageRank-Nibble algorithm is to find a small, low-
conductance component Ĝ of a large graph G = (V, E) that
contains a given node v. In our setting, instead of a single given
node, we need Ĝ that contains a node set V̂ . Specifically, in
our case, we need the set of documents so that D = V̂ ⊆ V .
The PageRank-Nibble algorithm starting with a node set V̂ is
called Meta-path Dependent PageRank-Nibble (as outlined in
Algorithm 1).

Input : A graph G, a meta-path P , a node set V̂ , and two
parameters: α and ε.

Output : A compact graph Ĝ of a large graph G that contains
the given node set V̂ .

Compute an approximate PageRank vector p with residual1
vector r initialized with function XV̂ according to the given
node set V̂ , satisfying maxu∈V r[u]

d[u]
≤ ε following [27]. The

random walk terminates when meeting the entities not
included in the given meta-path P .
Check each set Sp

j with j ∈ [1, |Supp(p)|], to see if the2
conductance: Φ(Sp

j ) is the smallest one.
Return Ĝ that contains all the nodes v ∈ Sp

j . Otherwise,3
return ∅.

Algorithm 1: Meta-path Dependent PageRank-
Nibble(G,P, V̂, α, ε).

Based on the proof in [27], for any graph, a good approx-
imation can be guaranteed, thus satisfy the efficiency bound,
which holds independent of the size of the network. So this
pruning strategy will work on very large networks, such as our
specified world knowledge HIN.

After generating the local graph ĜP for meta-path P , we
compute the commuting matrix [26] MP for each meta-path
P based on the local graph. Notice that we only consider the
symmetric meta-paths, it is easy to see that the commuting



matrix can be decomposed. For example, suppose the meta-
path is P = (PlP−1l ) where P−1l is the reverse path of Pl.
Then the commuting matrix is MP = MPl

MP−1
l

, where MPl

and MP−1
l

= MT
Pl

are the commuting matrices for Pl and
P−1l . Thus, only MPl

is needed to be precomputed and stored.

The meta-paths are then generated in the following steps.

1) Given a maximum length L of the symmetric meta-
path P = (PlP−1l ), enumerate all Pl within dL/2e
consisting of different orders of entity types in
{E I}TI=1 connected. The resulting meta-path set is
denoted as P = {P}.

2) For each meta-path P ∈ P:
(a) Generate the corresponding local graph ĜP based
on the Meta-path Dependent PageRank-Nibble given
the node set V̂ = {d ∈ D}.
(b) Compute the commuting matrices for Pl and store
the commuting matrices.

IV. HIN-BASED DOCUMENT SIMILARITY

In this section, we introduce HIN-based document similar-
ity measure, KnowSim. We present our meta-path weighting
methodology based on two feature selection techniques which
can speed up the similarity computation using the precomputed
commuting matrices.

Given the document HIN extracted from the world knowl-
edge base, meta-paths can be used to compute the similarity
between documents. PathSim [26] is proposed to define the
similarity along a meta-path. However, previous approaches
require human to define the meta-path(s). Here we should
have multiple meta-paths useful for finding similar documents.
Therefore, it is necessary to provide an automated mechanism
to select the most meaningful meta-paths to define similarity
between documents.

A. Meta-Path Selection

We first define the document-meta-path representation, and
then use two feature selection methods to perform automatic
meta-path selection.

1) Document-Meta-Path Representation: For each meta-
path Pj , we have a commuting matrix MPj . Suppose we
have N documents and M interested (automatically generated)
meta-paths. Then we can use a tensor T ∈ RM×N×N to en-
code all the numbers of meta-paths, where Tj,i,k = MPj

(i, k).
Based on this tensor representation, we can have different
similarities between documents or between meta-paths. Here
we propose to use a simplest way based on document-meta-
path co-occurrence representation. We generate a document
meta-path representation matrix D ∈ RN×M where Di,j =∑

k Tj,i,k, which means that Di,j is the row sum of MPj .
Summing the i-th row of MPj represents the density degree
of this meta-path j for document i. If the meta-path j is dense
for document i in the HIN, then most pairs related to document
i should have value in MPj

. Then Di,j will be large. Then we
can use the distribution of density over all the documents to
evaluate the meta-path similarity. Specifically, we can define
sim(D·,j1 ,D·,j2) where D·,j1 is the j1-th column of D.
For example, we can use cosine score of two vectors or

kernels to define the similarity. Moreover, we can define the
document similarity based on all the meta-path densities for
the documents. Specifically, we can define sim(Di1,·,Di2,·)
where Di1,· is the i1-th row of D. Note that we do not
use this document similarity as our final similarity between
two documents because it is only based on meta-path density.
What we need is more elaborate document similarity based
on each document meta-path pair. We will introduce the meta-
path specific semantically meaningful similarity in the next
subsection.

Given the similarities defined above, we introduce two
feature selection methods based on them to select the most
meaningful meta-paths.

2) Maximal Spanning Tree based Selection: Inspired by
the mutual information-based feature selection [28], [34], we
propose to use maximal spanning tree (MST) to select only
the meta-paths with the largest dependencies with others. The
motivation behind using MST is that “features that only weakly
influence the remaining domain variables are candidates for
elimination” for mixture models [28]. Intuitively, if two meta-
paths have similar density distributions over all the documents,
then these two meta-paths are dependent. Therefore, we re-
place the mutual information in the original one with cosine
similarity due to the consideration of the computational cost.

3) Laplacian Score based Selection: We also use the Lapla-
cian score to select meta-paths [29], [34]. Different from the
MST based method that reflects the dependency between meta-
paths, the Laplacian score represents the power of a meta-path
in discriminating documents from different clusters.

B. KnowSim: Knowledge-Driven Document Similarity

Given the selected meta-paths, we now define our
knowledge-driven document similarity measure, KnowSim. In-
tuitively, if two documents are more strongly connected by the
important (i.e., highly weighted) meta-paths, they tend to be
more similar. Formally, we have

Definition 1: KnowSim: a knowledge-driven document
similarity measure. Given a collection of symmetric meta-
paths, denoted as P = {Pm}M

′

m=1, KnowSim between two
documents di and dj is defined as:

KS(di, dj) =
2×

∑M′

m ωm|{pi j ∈ Pm}|∑M′

m ωm|{pi i ∈ Pm}|+
∑M′

m ωm|{pj j ∈ Pm}|
.

(1)

where pi j ∈ Pm is a path instance between di and dj
following meta-path Pm, pi i ∈ Pm is that between di
and di, and pj j ∈ Pm is that between dj and dj . We
have |{pi j ∈ Pm}| = MPm(i, j), |{pi i ∈ Pm}| =
MPm

(i, i), and |{pj j ∈ Pm}| = MPm
(j, j). We use a

vector ω = [ω1, · · · , ωm, · · · , ωM ′ ] to denote the meta-path
weights, where ωm is the weight of meta-path Pm. M ′ is the
number of selected meta-paths.

KS(di, dj) is defined in two parts: (1) the semantic overlap
in the numerator, which is defined by the number of meta-paths
between documents di and dj ; and (2) the semantic broadness
in the denominator, which is defined by the number of total
meta-paths between themselves. We can see that the larger
number of meta-paths between di and dj , the more similar



the two documents are, which is further normalized by the
semantic broadness of di and dj .

Note that KnowSim can be generalized to measure the
similarity between any two entities rather than documents,
which will be very helpful to determine the entity similarity,
because we take more link information into consideration
rather than a single meta-path. If KnowSim only contains a
single meta-path, it degenerates to PathSim.

V. EXPERIMENTS

This section reports our experiments which demonstrate
the effectiveness and efficiency of our approach to measuring
document similarity.

A. Datasets

We use the following two benchmark datasets to evaluate
the document similarity task.

20Newsgroups (20NG): The 20newsgroups dataset [35] con-
tains about 20,000 newsgroups documents evenly distributed
across 20 newsgroups.1

RCV1: The RCV1 dataset is a dataset containing manually
labeled newswire stories from Reuter Ltd [36]. The news
documents are categorized with respect to three controlled
vocabularies: industries, topics and regions. There are 103
categories including all nodes except for root in the topic
hierarchy. The maximum depth is four, and 82 nodes are
leaves. We select top category GCAT (Government/Social) to
form the document similarity task. In total, we have 60,608
documents with 16 leaf categories.

The ground-truth of document similarity is generated as
follows: If two documents are in the same group or the same
leaf category, their similarity equals to 1; otherwise, it is 0.

B. World Knowledge Base

Then we introduce the knowledge base we use. In [1],
the authors have demonstrated that Freebase is more effective
compared to YAGO2, so we only use Freebase as our world
knowledge source in this experiment.

Freebase: Freebase2 is a publicly available knowledge base
consisting of entities and relations collaboratively collected by
its community members. So far, it contains over 2 billions
relation expressions between 40 millions entities. Moreover,
there are 1,500+ entity types and 3,500+ relation types in
Freebase. We convert a logical form generated by unsupervised
semantic parser into a SPARQL query and execute it on our
copy of Freebase using the Virtuoso engine.

After performing semantic parsing and filtering, the num-
bers of entities in different document datasets with Freebase
are summarized in Table I. The numbers of relations (logical
forms parsed by semantic parsing and filtering) in 20NG and
GCAT are 9, 655, 466 and 18, 008, 612, respectively. We keep
20 and 43 entity types for 20NG and GCAT respectively,
because they have relatively larger number of instances. Then
325 and 1, 682 symmetric meta-paths are generated based

1http://qwone.com/∼jason/20Newsgroups/
2https://developers.google.com/freebase/

on the MDPN algorithm (Section III), for 20NG and GCAT
respectively. We can save around 3.8 hours and 19.6 hours for
the corresponding datasets. The reason is that MDPN shares
the similar nature with PageRank-Nibble, which is that the
running time is independent of the size of the graph. Similar
result is found when comparing the space usage. By using
MDPN, we can save up to 1.4G storage (15.2%) compared
to storing the exact commuting matrices. In our real setting,
we can save 45.5G and 235.5G storage for 20NG and GCAT
datasets, respectively. Because MDPN only saves the nodes
that have relatively high degree, which is important in sparse
matrix.

TABLE I: Statistics of entities in different datasets with
semantic parsing and filtering using Freebase: #(Document) is
the number of all documents; similar for #(Word) (# of words),
#(FBEntity) (# of Freebase entities), #(Total) (the total # of
entities), and #Types (the total # of entity types).

#(Document) #(Word) #(FBEntity) #(Total) #(Types)
20NG 19,997 60,691 28,034 108,722 2,615
GCAT 60,608 95,001 110,344 265,953 2,665

C. Similarity Results

In this experiment, we compare the performance of our
document similarity measure, KnowSim, with three repre-
sentative similarity measures: cosine, Jaccard and dice. We
denote KnowSim+UNI, KnowSim+MST and KnowSim+LAP
as KnowSim with uniform weights, weights determined by
MST and Laplacian score-based methods introduced in Sec-
tion IV-A. Following [1], we use the specified world knowl-
edge as features to enhance cosine, Jaccard and dice. The
feature settings are defined as follows.

• BOW: Traditional bag-of-words model with the tf
weighting mechanism.

• BOW+TOPIC: BOW integrated with additional fea-
tures from topics generated by LDA [37]. According
to the number of domains that 20NG and GCAT have,
we assign 20 topics and 16 topics to 20NG and GCAT,
respectively.

• BOW+ENTITY: BOW integrated with additional fea-
tures from entities in specified world knowledge from
Freebase.

• BOW+TOPIC+ENTITY: BOW integrated with addi-
tional features from both topics generated by LDA and
entities in specified world knowledge from Freebase.

We employ the widely-used correlation coefficient as the
evaluation measure. The correlation score is 1 if the similarity
results match the ground-truth perfectly and 0 if the similarity
results are random. In general, the larger the scores, the better
the similarity results.

In Table II, we show the performance of all the similarity
measures with different experimental settings on both 20NG
and GCAT datasets. Overall, among all the methods we test,
KnowSim+LAP consistently performs the best. The reason
is that Laplacian score could discriminate documents from
different clusters, which is strongly correlated to our similarity

http://qwone.com/~jason/20Newsgroups/
https://developers.google.com/freebase/


task. We can also see that KnowSim+UNI, KnowSim+MST
and KnowSim+LAP outperform all the other similarity mea-
sures, including the similarity measures with specified world
knowledge as flat features (BOW+ENTITY). This means that
by using structural information in HIN extracted from the
world knowledge, we can improve the document similarity,
especially comparing with just using them as flat features.
Also, KnowSim-based similarity measures perform better than
the similarity measures with feature setting “BOW+TOPIC.”
The reason is again world knowledge could provide the
structural information between documents rather than using
the flat topic distribution. In addition, one can also see that
KnowSim+UNI performs relatively weaker than the other
two KnowSim with weighted meta-paths. This means that
our meta-path weighting methods do help find the important
link information (i.e., meta-paths) related to certain domains.
Moreover, we find the improvement of KnowSim on GCAT
is more than that on 20NG. As Table I shows, GCAT has
more entities and associated types specified by the world
knowledge. This means that the more world knowledge we
can find or use in the documents, the better improvement in
the document similarity task. This suggests that if there exists
world knowledge bases with better precision and coverage, we
could get better performance.

D. Application: Spectral Clustering Using KnowSim Matrix

To check the quality of different similarity measures in the
real application scenario, we further use similarity matrices
generated above as the weight matrix in the spectral cluster-
ing [38] for document clustering task. We compare the perfor-
mance of clustering results of using three different KnowSim-
based similarity matrices with using the similarity matrices
generated by other similarity measures. We set the number of
clusters as 20 and 16 for 20NG and GCAT according to their
ground-truth labels, respectively. We employ the widely-used
normalized mutual information (NMI) [39] as the evaluation
measure. The NMI score is 1 if the clustering results match
the category labels perfectly and 0 if the clusters are obtained
from a random partition. In general, the larger the scores, the
better the clustering results.

As shown in Table III, we illustrate the performance of all
the clustering results with different similarity matrices on both
20NG and GCAT datasets. The NMI is the average NMI of five
random trials per experiment setting. Among all the methods
we tested, spectral clustering with KnowSim+LAP matrix
performs the best, which is consistent with the similarity corre-
lation results (Table II). Moreover, all of the KnowSim similar-
ity matrix-based clustering results consistently outperform the
other methods. Note that the three KnowSim-based matrices
produce higher NMI compared to that with “BOW+ENTITY,”
which means using the meta-path as link information in the
similarity matrix, the link information can be passed to the
clustering results, where the link information can be very
useful to group similar documents in the same cluster. We
can infer that KnowSim could have positive impact on other
similarity-based applications, e.g., document classification.

VI. CONCLUSION

In this paper, we use semantic parsing and semantic fil-
tering modules to specify the world knowledge to domains,

and then model the specified world knowledge in the form of
heterogeneous information network, which enables to represent
the link information for the documents. By defining a novel
document similarity measure, KnowSim (document similarity
with world knowledge), the similarity between documents can
be measured based on the automatically generated meta-paths
in the HIN constructed from the documents.
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