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Knowledge graphs are crucial to many NLP applications 2
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Knowledge Graph Completion

Incompleteness impedes KG’s adoption in real-world applications

Link Prediction: (h, r, ?)

Triplet Classification: (h, r, t) true or false?

How to represent triplets and infer the missing ones?
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Structural Pattern
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Structure-based approaches:
• Treat entities and relations as nodes and edges
• Use graph embedding
• TransE, TransH, RotatE
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Semantic Information

Bill Gates started Microsoft in 1975 with Paul Allen

(Bill Gates, founder_of, Microsoft)

Semantic-based approaches:
• Leverage text description for entities and relations
• Use language modeling
• KG-BERT

Both structures and semantics are vital to KG completion 5
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Joint Language Semantic and Structure Embedding (LASS)

Key idea: embeds a triplet by fine-tuning PLMs w.r.t. a structured loss 6
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7
Semantic embeddings take advantage of the semantic information 
learned by pre-trained language models
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Structure Embedding

8
Structure embeddings preserve the structure information 
by making h + r close to t 



Optimization

9



Optimization

Negative sampling strategy for efficiency
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Negative sampling strategy for efficiency Negative corrupted head
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Optimization

Negative sampling strategy for efficiency Negative corrupted head

Sigmoid function
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Inference

● Triplet Classification

● Link Prediction
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Inference

● Triplet Classification

● Link Prediction

Score function

Score function
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Recap of LASS

● Forward pass of LM performs semantic embedding
● Optimization of structured loss conducts structure embedding
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Experiments

Triplet Classification Link Prediction

Our approach achieves state-of-the-art performance on knowledge graph completion 12
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Low-Resource Settings

Our approach significantly improves performance in a 
low-resource regime
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LASS captures both semantics and structures of the triplet 14
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Thank you for your time!

Code: https://github.com/pkusjh/LASS
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